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ABSTRACT

Language agents have shown impressive problem-solving skills within defined settings and brief
timelines. Yet, with the ever-evolving complexities of open-world simulations, there’s a pressing
need for agents that can flexibly adapt to complex environments and consistently maintain a long-
term memory to ensure coherent actions. To bridge the gap between language agents and open-
world games, we introduce Language Agent for Role-Playing (LARP), which includes a cognitive
architecture that encompasses memory processing and a decision-making assistant, an environment
interaction module with a feedback-driven learnable action space, and a postprocessing method that
promotes the alignment of various personalities. The LARP framework refines interactions between
users and agents, predefined with unique backgrounds and personalities, ultimately enhancing the
gaming experience in open-world contexts. Furthermore, it highlights the diverse uses of language
models in a range of areas such as entertainment, education, and various simulation scenarios.

1 Introduction

Large Language Models (LLMs) are machine learning models capable of performing a variety of Natural Language
Processing (NLP) tasks such as generating text, translating text from one language to another, and answering
questions conversationally. The term large refers to the vast amount of parameters the language model can update
during its learning process. With the development of pre-training generative model techniques and the construction of
massive and comprehensive datasets, some top-performing large language models have up to hundreds of billions of
parameters [Touvron et al., [2023} |Radford et al., 2018, 2019, Brown et al.} 2020, |Ouyang et al., 2022, OpenAl, 2023]].
Furthermore, owing to the advancements in large language models, Al entities have become a hot topic in recent
years. These artificial intelligence entities, often referred to as agents [Russell and Norvig, |2010} |[Wooldridge and
Jennings [1995]], are the fundamental components of large-scale artificial intelligence systems. Typically, in the realm
of Artificial General Intelligence, an agent is an artificial entity that can perceive its surrounding environment through
sensors, make decisions, and respond via actuators. With the development of large language models and agents,
there is a new trend of combining them into a single entity called language agents. These language agents are de-
signed by integrating large language models and agent design [Wang et al.,[2023a |X1 et al., | 2023 Sumers et al.,[2023].

As a strongly related industry to computers, gaming has become increasingly intertwined with the development of
general-purpose language agents. The application of LLMs and agents has grown more widespread. In related studies,
there is considerable literature on the application of language agents in text-based games [Dambekodi et al.| 2020,
Singh et al., 2021} [Yao et al., 2021} [Urbanek et al.| 2019] and adversarial games [OpenAl et al., 2019, |/Arulkumaran
et al., |2019]. Concurrently, with the enhanced capabilities of LLMs, open-world games have emerged as the frontier
for language agent applications. This is due to the unique and challenging scenarios present in open-world games,
which provides a fertile ground for general-purpose language agents. Open-world games present a rich, dynamic,
and engaging environment, encompassing complex missions and storylines. They require the use of agents to
equip non-player characters with diversified behaviors. Although numerous studies have proposed architectures for
general language agents that could be applied in open worlds like Minecraft [Lin et al., 2023} [Park et al.| [2023], a
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Figure 1: Overview of LARP’s Cognitive Architecture. Our proposed LARP architecture is divided into three parts: a
cognitive architecture module that includes long-term memory processing and an extensible decision-making assistant,
an environment interaction module that learns and modifies action patterns based on environmental feedback, and a
post-processing method that aligns language models to various personalities. Among them, the cognitive architecture
module, which is the most crucial, introduces vector semantics and symbolic language storage for long-term memory,
constructs a memory recall method for Question-based Query through self-asking, and further expands on more de-
tailed processes such as the reconstruction and forgetting of recalled memory.

gap still exists between the general-purpose agents and the overall requirements in an open-world gaming context.
General-purpose language agents are created to address a variety of issues in realistic environments. Their primary
requisites are universality and the simulation of human behavior. These agents can adapt to various environments
and tasks, without being restricted to fixed roles. However, these general-purpose language agents face significant
challenges in practical open-world environments. These challenges include but are not limited to interpreting complex
environments, memorizing long-term events, generating expressions that cohere with character and environmental
settings, and continuously learning from interactions with the environment.

Hence, in this work, we propose a game-oriented Role-Playing Agent framework, Language Agent for Role Play
(LARP) toward open-world games. LARP focuses on blending the open world with language agents, utilizing a
modular approach for memory processing, decision-making, and continuous learning from interactions. In the agent’s
internal depiction, we designed a complex cognitive architecture based on cognitive psychology, equipping agents
under the LARP framework with high playability and uniquity. Aiming to yield more realistic role-playing experience,
we regularized agents using the data and context of the open-world gaming environment, prior set personalities,
knowledge, rules, memory, and post constraints, which can be seen as a specific case within the general-purpose
language agents. As for the general agent architecture, it typically requires a large-scale language model. However,
our architecture incorporates a cluster of smaller language models, each fine-tuned for different domains, to handle
various tasks separately. This design contributes new experiences and perspectives to developing language agents for
open-world role-playing games.

The rest of this work is organized as follows: Section [2] discusses the related works on agent framework and agent
components. In Section [3] we present the cognitive architecture part of LARP. In Section A we highlight the
environmental interaction module, and in Section [3} we introduce agents’ alignment of diversified personalities. A
discussion is presented in Section[6] followed by a conclusion of the entire paper in Section 7]



2 Related Work

The development and advancements in LLMs have brought opportunities and potential to various fields. These fields
include but are not limited to, role-playing, gaming, and tool-using Agents, amongst others. At the same time, the
definition of language agents is being continuously updated. We will share some related works on agent architecture
in this section.

2.1 Agent Framework

Firstly, we will introduce some works related to language agents’ role-playing and simulation, which are aimed at
enhancing the LLM’s ability in role-playing and highlighting distinct features. These works also aim to boost the
interaction capability between the agents and users, making the agents appear more self-conscious [Wang et al.|
2023b, |[Shao et al., [2023] Shanahan et al., 2023| [Li et al.,[2023a]]. Other studies focus on role-playing and interaction
among multiple agents, which include scenarios such as collaboration to complete tasks [Li et al.,|2023b, |(Chen et al.,
2023a, |Qian et al.l [2023| |Li et al. 2023cl [Wu et al. [2023]], simulating daily activities [Lin et al., [2023| |Park et al.|
2023| [Wang et al., 2023c} [Liu et al., 2023a], and promoting progress in debates [Liang et al., 2023, |Du et al.| [2023}
Chan et al.} [2023]].

In addition to this, language agents are also applied in open-world environments. There are not only instances of
application in text-based games [Urbanek et al., 2019, (Coté et al., 2019} |[Hausknecht et al.| 2020]]but also exploration
tasks in open-world environments such as Minecraft [Wang et al., [2023dle, [Zhu et al.| 2023]).

2.2 Agent Component

In this section, we will introduce some related works on the design of language agent components. An agent system
is usually divided into three parts: memory, planning, and action (tool use) [Weng, 2023]. Memory system serves as a
repository for facts, reflections, etc., entailing abilities for storage and retrieval. Hence, efforts in memory primarily
pertain to input/output functions, including memory compression [Hu et al.l 2023]], storage, and retrieval [Park et al.|
2023\ Zhong et al.| 2023 |[Huang et al., 2023]].

The planning component is responsible for the decision-making aspect related to the agent’s behavior and language.
The capability of agents largely depends on this part. Abilities for planning [Yao et al.| [2023| [Liu et al.| [2023b| |Yao
et al., 2022, [Shinn et al.l [2023} |Liu et al., 2023c, (Wang et al., 2023f] and reasoning [Wei et al., 2022} Madaan et al.,
2023| are realized in this component, and associated works typically revolve around these two abilities.

The last component is tool usage and actions, which signifies an augmentation in the capabilities of the intelligent
entities, aiding them in conducting more complex and difficult tasks. Works in this section include tool-using [Nakano
et al.,[2021[] and learning new actions [Schick et al., [2023]].

3 Cognitive Architecture

Cognitive architecture is a fundamental component of role-playing language agents in open-world games. It provides
a logical framework and enables self-recognition of agents. The cognitive architecture is shown in figure It
comprises four major modules: long-term memory, working memory, memory processing, and decision-making. The
long-term memory module serves as the primary warehouse containing memories with substantial storage capacity.
Working memory acts as a temporary cache with limited space for memory. The memory processing module is
the most important unit of the cognitive architecture. The decision-making module then derives agents’ subsequent
actions based on the retrieved information.

3.1 Long-Term Memory

In cognitive science, long-term memory (LTM) is comprised of two types of memory: declarative memory and
procedural memory. Declarative memory is further divided into semantic memory and episodic memory [Laird,
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Figure 2: Cognitive Workflow of LARP. This represents a cycle: Information from long-term memory and observation
is processed in the memory processing module and transmitted to the working memory module. The information in
the working memory module, together with the observed information, is inputted into the decision-making assistant,
which finally generates a decision or dialogue. Memory processing has three main stages: encoding, storage, and
recall. Encoding is the process of transforming information into a form that can be stored in memory. Storage is the
process of maintaining information in memory. Recall is the process of retrieving information from memory.

2019, [Tulving et al.l [1972]]. Semantic memory refers to general knowledge memories acquired through conceptual
and factual knowledge about the world. In the context of the open-world game, it can be considered the part
that encapsulates the game rules and memories consistent with the relevant worldview. We divided semantic
memory into two parts in the system. One is implemented with an external database, as its content is not frequently
changed. Simultaneously, some semantic memories are stored in the long-term memory module in symbolic language.

Episodic memory refers to the memory of specific events that an individual experiences. These can be memories
related to other players or Agents. In our memory system, we adopted a vector database in the long-term memory
module for storing and retrieving these memories. Associated decay parameters are introduced as memories can be
forgotten, with relevance scores decreasing over time. When reasoning with the LLM, such memory contents can be
easily retrieved through vector queries.

Procedural memory refers to actions or skills that can be performed without conscious thought[Roediger, |1990], such
as swimming, cycling, etc. These skills, with action properties, are represented as APIs in action space in our system.
The action space is divided into public APIs and personal APIs. The personal APIs could be extended through
learning [Sumers et al.| | 2023|] which is mentioned in the section@

In the long-term memory module, we store all perceived memories in the semantic and episodic memory zones
respectively. We propose a method named Question-based Query, which generates self-ask questions as queries that
can be leveraged in search by vector similarity and predicate logic. This method facilitates the retrieval of semantic
and episodic memories in the recall module, thereby improving the overall efficiency of memory utilization.



3.2 Working Memory

Working memory mainly holds the observational information and retrieved long-term memories needed for per-
forming complex cognitive tasks (such as reasoning and learning) and interactive tasks [Baddeley, 2003, Miller
et al.| [2017]. These pieces of information are typically obtained through agents’ observation as natural language
data provided by the game side. Short-term memory is a kind of memory available for a short of time [Atkinson
and Shiffrin, [1968]. To humans, the average capacity for retaining items in short-term memory is about 7+2, with a
retention duration of roughly 20 to 30 seconds [Miller, |1956]. In this work, the two concepts are implemented as the
same module, collectively referred to as working memory. In our architecture, it exists as a data cache from which
information is extracted and dropped into the prompt’s context. Its extraction process is further explained in more
detail in the memory processing and decision-making sections.

3.3 Memory Processing

The memory processing module primarily handles the processing of memories that have been stored and are about
to be stored. The three main stages of memory are encoding, storage, and recall [Melton, [1963|]. Specifically,
perceived input information is encoded and transformed into content in long-term memory, enabling it to be
recalled in the space of long-term memory. In LARP, we simulate this procedure by processing all structured
observational information provided in the game, combining it with retrieved content, and storing it in the working
memory. This information serves as an input for a series of logic processing units in the decision-making module,
continuously updating the content in the working memory. Once the length of working memory reaches a cer-
tain threshold, reflection is triggered, during which ineffective memories are filtered out, and the processed natural
language memories and symbolic language memories are separately stored as episodic memory and semantic memory.

The core of memory encoding is the language transformation system. By aligning language models and probabilistic
models, natural language is converted into a probabilistic programming language (PPL) [Wong et al., 2023|] and
logic programming language. PPL primarily handles probabilistic reasoning, while logic programming language
pertains mainly to fact reasoning. Moreover, memory encoding should also be influenced by the consistency of
prior knowledge, meaning that past knowledge will affect the current understanding [Bartlett, |1995]. The storage of
memory has already been elaborated in the long-term memory section.

To humans, recall refers to the psychological process of retrieving information from the past. While in our archi-
tecture, it is the process of retrieving information from long-term memory. It first involves compound retrieval from
long-term memory, including search by vector similarity and predicate logic. First, we employed self-ask strategies
to form the queries, prompting LLM to raise questions regarding agents’ observations, personalities, and experiences.
After obtaining the queries, we adopted 3 methods to perform the retrieval. For logic programming search, LLM
generates a query in a logic programming language that answers the self-ask questions based on available rules and
facts. For similarity search, two methods were available. One method is using self-ask questions as queries for vector
similarity search, matching with question-answer pairs in the vector database of episodic memory. The other method
is using keywords extracted from the self-ask questions to match with the natural language memories in the same
database. This process will be repeated until a final answer is obtained, and this can also be considered semantic
retrieval [Press et al.| [2022]. Figure E] shows the detailed control flow.

Based on the recall capabilities, our architecture adopts CoT [Wei et al., [2022] to reason about the retrieved content
and observed information and perform memory reconstruction, ie., using prior knowledge to influence observed facts
to some extent [Loftus and Palmer, [1974] though the reconstructed memories might be distorted. In addition, we also
simulated the process of human forgetting in the recall workflow. When the retrieval system operates, we introduce a
decay parameter o represented by Wickelgren’s power law to mark the forgetting probability of this memory [Wixted;
and Carpenter, [2007]]. The calculation formula is as follows:

o= aAN(1+ Bt)™" (1)

Here, A represents the importance level, given by a scoring model. N stands for the number of retrievals of this
memory, and t is the elapsed time after the last retrieval. 1) is the rate of forgetting for each character. « and (3 are
the scaling parameters for importance and time, respectively. Through multiple rounds of memory reconstruction and
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Figure 3: Detail control flow of recall psychological process. First conduct self-asking about the observation to get
self-ask questions. Using the self-ask questions as queries, different methods of retrieval are undertaken. 1. Generate
predicate logic statements in logic programming language and probabilistic programming language based on queries.
2. Conducting a vector similarity search after extracting keywords from the queries. 3. Searching for question-answer
pairs based on sentence similarity between queries and the questions of question-answer pairs. (sc;f—qsr means the
self-ask questions which were used as queries, Q104i stands for predicate logic query statements, ()., is the extracted
keywords, Q' A stands for the question-answer pairs.

forgetting processes, our cognitive architecture can ultimately simulate instances of memory distortion.

3.4 Decision Making

The decision-making module produces final decisions under the joint effect of observation and working memory. The
core section of the decision-making module is an ordered cluster of programmable units. Each unit will process the
content in working memory and context, updating the results to the working memory in real time. These units can be
simple information processing units, such as those conducting affective computing, or complex units equipped with
specifically fine-tuned LLM models, like intent analysis and output formatting. These units are infinitely scalable
and can handle all types of memory processing tasks. As each unit communicates with working memory, it updates
the working memory in real-time, allowing the agents to react timely when observation changes during the process.
The execution order of these units would be determined by a language model assistant. The final output of the
decision-making module could be tasks or dialogue contents for the Non-Player Characters (NPCs).

4 Environment Interaction

For role-playing language agents in open-world games, generating tasks based on current observations through
the cognitive architecture only accomplishes the objective within agents. However, in open-world games with free
actions and rich gaming content, agents need to interact with the game environment by connecting the internal and
the external. There are various works in employing language agents to interact with open-world game environments
[Wang et al., 2023d, Zhu et al., 2023, |Yang et al., 2023, Wang et al., 2023e]]. For instance, Voyager uses the concept of
an automatic curriculum, obtaining objectives by feeding GPT4 the contents and states of environmental observations.
Then, GPT4 is prompted to generate the functioning code to reach the objectives. The paper also presents the skill
library method, which embeds the description of the generated code as a key and the code as a value, achieving high
extensibility of incorporating new skills by adding key-value pairs. Octopus utilizes the Visual Language Model



(VLM) to acquire observations. However, this approach can lead to high dimensions of data feature distribution,
resulting in poor controllability. Moreover, the operational cost of the VLM is high, and it’s challenging to collect the
data set’s prior knowledge within the game.

Figure (4| shows the fundamental interaction procedural. Interior refers to the working memory and the tasks that need
to be executed based on the current situation, generated by the observation and cognitive architecture. The Action
Space is the agent’s executable action APIs in the game world, encompassing both public and personal APIs. The
personal API library stores tasks-API pairs, while the public APIs are basic actions. A personal API can be a series of
basic actions, facilitating quick decision-making and reuse of APIs.

Once we have generated the corresponding plans in the decision-making module, we initially attempt to break down
the overall task goal into several subtask goals. These subtask goals present as strictly ordered sequence-sensitive
arrangements. For each task goal or subtask goal, the whole system will integrate it with the working memory.
Then, it will use a retriever to search separately in the personal API library and public API library. If the action
corresponding to the task already exists in the personal API library, the action is instantly performed. Otherwise, the
system completes the corresponding prompt with the entire action space and interior content to generate the structured
code using a fine-tuned LLM. Upon the successful execution and verification of the generated code blocks, they are
stored as a new interface in the personal API library in the form of (Task, API) for future use. If verification fails, the
reflection unit is activated to generate new code blocks [Shinn et al., [2023]].

Simultaneously, we also collect the paired prompt and generated code as a training set for fine-tuning code generation
LLM [Patil et al.| [2023]]. After the successful execution and verification, the results are fed back through RLHF to
enhance the model’s capabilities.

5 Personalities

The role of distinct personalities is vital in enhancing the cognitive capabilities of language agents in role-playing.
Aligning variable personalities permits language models to better comprehend different perspectives and portray var-
ious cultures and social groups. Language models acting out different roles in complex scenarios must deeply un-
derstand, respond, and express in their unique ways. This necessitates the models to possess human-like thought
processes with a wide range of personalities. Understanding the generation of diverse language expressions, handling
multicultural content, and exhibiting varied thoughts, perspectives, emotions, and attitudes - all demand the model to
accommodate these distinct personalities. Therefore, this section will delve into its implementation.

LARP adopts the strategy of simulating a cluster of models fine-tuned with various alignments to tackle the agents’
diversified viewpoints. These models might be applied in different modules. During the training phase, we pre-trained
several base models of different scales. Our pretraining datasets contain perspectives of different cultures and groups.
After pre-training, these base models undergo supervised fine-tuning (SFT) on a series of instruction datasets of
persona and character to enhance instruction-following and role-playing capabilities [[Chen et al.,|2023b, |Dong et al.,
2023]]. This instruction dataset was established through data distillation based on question-answer pairs generated
by SOTA models. Then, the dataset was optimized via assessment, modification, and adjustment based on human
feedback.

It is possible to create multiple datasets and fine-tune LoRAs (Low-Rank Adaption) for capabilities such as reflection,
code generation, and intent analysis. These LoRAs can be dynamically integrated with base models of different
scales, creating a model cluster with diverse capabilities and personalities. These capabilities cover tasks such as
language style, emotion, action generation, reflection, memory reconstruction, and more.

However, one of the main challenges in fine-tuning language models to construct different LoRAs for role-playing
is acquiring quality data. Successful fine-tuning requires custom datasets of high quality, which need to be carefully
constructed to capture various aspects of characters, including their language style, behavior style, personality traits,
idioms, backstories, and more. The construction of datasets requires extensive literary creativity, script compilation,
and character research to ensure that the generated language not only fits the character’s persona and features but also
interacts with the user in an appropriate manner [Wang et al.|[2023b].
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Figure 4: The basic interaction procedure of LARP. The interior reflects the working memory and tasks generated out
of the current circumstances as a result of observation and congitive architecture. The Action Space symbolizes the
executable APIs of the agent within the game world, which includes both public and personal APIs which stored as
procedural memory. Once plans are generated in the decision-making module, the task goal is initially broken down
into several subtask goals structured in a sequence-sensitive order. Each task or subtask goal is integrated with the
working memory and searched in the personal and public API libraries using a retriever. Successfully executed and
verified code blocks would be constructed as task-API pairs and get stored in the personal API library for future use.
If verification fails, a reflection unit creates new code blocks and a training set is collated from the paired prompt and
generated code for fine-tuning the code generation LLM.

To enrich the diversity of the agent, we set up several post-processing modules, including the action verification
module and the conflict identification module. The action verification module is part of the environment interaction
module, which checks whether the generated actions can be correctly executed in the game. Conversely, within the
cognitive architecture, the conflict identification module checks whether the decisions and conversations encompass
conflicts with character relationships, personalities, and game worldview. When such conflicts are detected, the
module will undertake actions like rejecting the result or rewriting it to prevent the agent from going out of character.

6 Discussions

6.1 Multi-Agent Cooperation and Agent Socialization

A single Language Agent role-playing under the framework proposed in this work is insufficient to solve the issue
of creating rich content in open-world games. To bring each character supported by an Agent to life, a robust social
network needs to be established. One possible approach is to build suitable sociological mechanisms and behaviors
atop the large language model-driven agents to ensure that NPCs can still maintain their rationality and logic after
extensive role-playing reasoning.



6.2 Confidence of Model Clusters vs. Evaluation and Feedback System

Combining language models and cognitive science makes language agents align more closely with genuine human
cognition. This method effectively mitigates the problem of a single large model’s inability to enhance role-playing
outcomes due to insufficient data. Simultaneously, since the cognitive system only consists of domain tasks,
fine-tuned small-scale models can achieve satisfactory performance. It saves costs compared to fine-tuning large
models. However, due to the randomness of language model output results, it’s unpredictable how the cumulative
distortion of the results produced by each task affects the distortion of the entire cognitive architecture. It’s hard to
say such a distorted agent could be called a human-believable agent. Therefore, a corresponding evaluation and a
measurement framework are needed to impose constraints and convergence on the distortion of the cognitive system.
Establishing a measurement and feedback mechanism for the entire system to measure the logical deviation of each
logic unit can optimize system robustness and minimize the impact of single-system distortion on the overall system.

7 Conclusion

In this study, we present a language agent framework-oriented open-world games and elaborate on this framework
from three aspects: cognitive architecture, environmental interaction, and alignment with diverse value perspectives.
Addressing cognitive architecture, we employ more intricate techniques from cognitive science to enable the agent
to make more reasonable decisions, alongside implementing post-processing constraints to prevent undue freedom in
the agent, thereby bringing them closer to real human behavior in role-playing contexts. We envisage that our work
harbors tremendous potential within the open world, breathing new life into this traditional domain, and ultimately
catering the experience akin to that of *Westworld’.
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